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Bastanlar, Yalin, and Semih Orhan. "Self-Supervised Contrastive Representation Learning in Computer Vision." (2022). 3

Self-Supervised Learning
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Pretext-task examples
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Pretext-task examples

Zhang, Richard, Phillip Isola, and Alexei A. Efros. "Colorful image colorization." ECCV. 2016.
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What were they missing?
Work year

Out-of	-distribution 
Evaluation Low-data Evaluation
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Standard Evaluation Protocol
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Evaluated self-supervised learning methods
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Fine-tuning results on ISIC 2019 (Melanoma  vs. benign)
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[1] Chen, Ting, et al. "A simple framework for contrastive learning of visual representations.”. ICML 2020.

[2] Caron, Mathilde, et al. "Unsupervised learning of visual features by contrasting cluster assignments.”. NeurIPS 2020

[3] Grill, J. B, et al. Bootstrap your own latent-a new approach to self-supervised learning. NeurIPS. 2020

[4] Chen, Xinlei, et al. "Improved baselines with momentum contrastive learning." arXiv preprint arXiv:2003.04297. 2020.

[5] Tian, Yonglong, et al. "What makes for good views for contrastive learning?.”. NeurIPS 2020. 
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Fine-tuning results on ISIC 2019 (Melanoma  vs. benign)
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94,8

Strong Baseline!



Our Evaluation Protocol
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Our pipelines
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Contrastive Learning
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Contrastive Learning
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Unsupervised Contrastive Learning (UCL) -> Image augmentations to create positive views


Supervised Contrastive Learning (SCL) -> Label class to create positive views



100 %
Training Data
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Full-data evaluation
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Low-data evaluation



1%

Training Data
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Low-data evaluation



Out-of-Distribution Evaluation

19

ISIC 2019

Train Test

Derm7pt-clinicalDerm7pt-dermato PAD-UFES-20

Additional 

benign 


Diagnosis

ISIC 2020

Additional 

benign 


Diagnosis



Results
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Full data and out-of-distribution performance
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100% of training data — 14,805 samples
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Full data and out-of-distribution performance
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100% of training data — 14,805 samples
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Low-data and out-of-distribution performance
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10% of training data — 1,480 samples
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Low-data and out-of-distribution performance

24

1% of training data — 148 samples
Chaves et al., “An Evaluation of Self-Supervised Pre-Training for Skin-Lesion Analysis “, ISIC Workshop @ ECCV 2022



SimCLR SwAV BYOLSupervisedInput SimCLR SwAV BYOLSupervised SimCLR SwAV BYOLSupervised
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Conclusion

• The advantage of self-supervised pipelines was particularly positive in 

the low-data scenarios 
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Conclusion

• The advantage of self-supervised pipelines was particularly prominent in the 
low-data scenarios 


• Models pre-trained in a self-supervised manner felt easier to optimize
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Conclusion

• The advantage of self-supervised pipelines was particularly prominent in the 
low-data scenarios 


• Models pre-trained in a self-supervised manner felt easier to optimize


•  Understanding what circumstances make self-supervised competitive 

from a theoretical perspective is a promising research area.
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Limitations

• Explored just one training dataset and model architecture
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Limitations

• Explored just one training dataset and model architecture


• Extensive exploration is necessary to evaluate if self-supervised is reinforcing 
data biases
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Code and data available on Github! 

https://github.com/VirtualSpaceman/ssl-skin-lesions

Thank you! 
Levy Chaves levy.chaves@ic.unicamp.br

Alceu Bissoto  alceubissoto@ic.unicamp.br

Eduardo Valle  dovalle@dca.fee.unicamp.br
Sandra Avila  sandra@ic.unicamp.br

https://github.com/VirtualSpaceman/ssl-skin-lesions

