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Introduction
Skin cancer detection 

§ Popular application for clinical decision support [4]

§ Deep Neural Networks (DNNs) as viable method 
to develop a model for classifying skin images [1, 5, 7, 20] 

Model Interpretation 

§ Increasing attention in AI research

§ Recent work has recognized the need for skin image classification tasks [2, 6, 20]
- DNNs are often considered as black box models
- Critical for use in safety-relevant environments (medical field) 
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Need of Explainability

Not only the model itself, but also the explanations have to be adapted 
to the problem in order to be useful for the particular use case [11]



Domain Specific Explainable AI
Explainable Artificial Intelligence (XAI)

§ Field of research focuses on making a model’s predictions understandable

§ Many innovative techniques recently emerged [3,8,9,12,19,21]

§ Useful in many aspects:
- Model Debugging,
- Model Knowledge Extraction,
- Bias detection, …

§ Helping with the interpretation of model (or “AI-system”) behavior
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Need of customized explanations for specific domains

AI systems are more likely to be accepted by users, 
if the results can be explained in a human way. [11]



Domain Specific Explainable AI
Model Interpretation Methods

§ Post-hoc explanations: Interpretation of predictions from a previously trained black box model

§ Local explanations: Individual predictions
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Original Grad-CAM [15] RISE [13] LIME [14]

ISIC_0025732

True Class: Melanoma
Prediction: Melanoma (0.999)

ISIC_0024362

True Class: Nevus
Prediction: Nevus (0.999)



Domain Specific Explainable AI
ABCD rule of dermatoscopy [16]

§ Dermatologist’s Human Approach for melanoma detection

§ A score is calculated using the following properties

§ Lesion is examined for all four criteria separately à Score finally leads to a diagnosis
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Explainer for Skin Lesion Classifier
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Idea: Domain-Specific Explanations by linking LIME with the ABCD-Rule

Local Interpretable Model-agnostic 
Explanations (LIME) [14]

ABCD rule 
of dermatoscopy [16]

§ Generic ML-Model interpretation 
method

§ Perturbation based

§ Suitable for image data

§ Easy to understand

§ Leads to accurate classifications

§ Characteristics used to classify the lesion 
can be scored independently

Customize LIME’s perturbation logic with the criteria of the ABCD rule

Instead of selecting image areas with super-pixels and occluding them,
the skin image is modified along diagnostic characteristics.



Explainer for Skin Lesion Classifier
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Explainer for Skin Lesion Classifier
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Hypothesis

Investigation of a two-class problem allows the derivation of the following hypotheses:

Boundary

Color

Rotate / Shift

Sharply delineated line around the lesion à Prediction for nevus will decrease
Gaussian blur is added in edge region à Prediction for nevus will increase

Lesion segmentation turned into a uniform color à Prediction for nevus will decrease
Add random color patches à Prediction for nevus will increase

Medically irrelevant perturbations à Prediction will not change
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Experiment and Empirical Results
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DNN-based skin image classifier

- HAM10000 data set [18]: 
collection of multi-source dermatoscopic
images, annotated by dermatosogists

- Segmentation data [17] to select the relevant 
perturbation-area around the lesion

- 6,705 images of nevi and
1,113 images of melanoma

- Train/Test Split ratio: 80/20

- Pre-trained MobileNet [10]
- Transfer learning - Approach
- No Data Augmentation, 

no feature engineering
- 𝐹!-Score Nevus: 0.91
- 𝐹! -Score Melanoma: 0.57
- 𝐹! -Score Macro average: 0.74

Model Data

Explainer Experiment

§ Explanations generated on selected input-samples from the test dataset

§ For each input-sample, 50 perturbed samples along all dimensions were generated 



Experiment and Empirical Results
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True Positive: “In which dimensions does the model remain accurate?”

Original

Image: ISIC_0033672
True Class: Nevus
Prediction: Nevus (0,966)

Image: ISIC_0028481
True Class: Melanoma
Prediction: Melanoma (0,972)
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Experiment and Empirical Results
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False Positive: “Why did the model fail?”

Original

Image: ISIC_0027020
True Class: Nevus
Prediction: Melanoma (0,502)

Image: ISIC_0029363
True Class: Melanoma
Prediction: Nevus (0,540)
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Summary and Outlook
Summary

§ Models/Classifier in an AI-based system only provide predictions
- Physicians and patients can not ask “Why?” the model came to its decision
- XAI methods are intended to meet this need
- There is a need of domain-specific explanations

§ This work showed the idea of the combination of LIME with the ABCD rule 

§ Explainer was demonstrated on selected lesion samples

Outlook

§ Experiments can be performed with different models and data sets

§ Missing evidence between observed importance of feature-dimension and true ABCD score

§ Implementation of remaining perturbation dimensions (asymmetry + differential structure)

§ The approach of linking a human medical algorithm with an ML-Model interpretation method 
may be applicable in other medical specialties
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