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Motivation

• Deep neural networks became the state-of-the-art

• These methods rival the performance of dermatologists

• But they lack interpretability and transparency!

• How to incorporate medical knowledge in DNNs?
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Changing The Perspective

• The diagnosis of skin cancer is usually perceived as a multi-class 

problem.

• But...we can look at it differently!

• Why not explore the hierarchical organization of the lesions? 



Institute for Systems and Robotics | LISBOA  Computer and Robot Vision Lab

Hierarchical Classification

• Predict the sequence of classes 𝑪 that better describes the 

dermoscopy image 𝐼 and maximizes

𝑙𝑜𝑔 𝑝 𝐶 𝐼 = ෍

𝑡=0

𝑇

𝑙𝑜𝑔 𝑝(𝐶𝑡|𝐼, 𝐶0, … , 𝐶𝑡−1)
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Image Captioning

Karpathy, Fei Fei, CVPR ‘15

• Definition: automatic generation of image descpritions.

• Requirements: recognize objects, their attributes, and relationships in 
the image.
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Hierarchical Classification

• Predict the sequence of classes 𝑪 that better describes the 

dermoscopy image 𝐼 and maximizes
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𝑇
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• Image Caption: given an image 𝐼, we want to predict the 

sequence of words 𝑆 = 𝑆0, 𝑆1, … , 𝑆𝑇 that maximizes
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Hierarchical Classification

• Predict the sequence of classes 𝑪 that better describes the 

dermoscopy image 𝐼 and maximizes

𝑙𝑜𝑔 𝑝 𝐶 𝐼 = ෍
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• Image Caption: given an image 𝐼, we want to predict the 

sequence of words 𝑆 = 𝑆0, 𝑆1, … , 𝑆𝑇 that maximizes

𝑙𝑜𝑔 𝑝 𝑆 𝐼 = ෍

𝑡=0

𝑇

𝑙𝑜𝑔 𝑝(𝑆𝑡|𝐼, 𝑆0, … , 𝑆𝑡−1)

• It is the same formulation!
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Proposed Solution
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• The model uses a encoder-decoder framework to sequentially 
generate the hiearchical classes.

• An attention module is incorporated to provided interpretability.

𝑧𝑡

𝑥

ℎ𝑡−1

𝐶𝑡
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Model Specifications

Image Encoder – Pretrained on ImageNet 
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DenseNet-161 ResNet-Inception

+

Output: 9x9x2208
Output: 9x9x1536
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Model Specifications

Language Decoder – Hierarchical Classification
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Long-short term memory

𝑋𝑡 = 𝑧𝑡, 𝐶𝑡−1𝐸

Comes from attention module

Words are embedded
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Model Specifications

Attention Module

• Identifies regions of interest for a certain class

1. Computes a weight for each location 𝛼𝑡 = 𝛼𝑡1, … , 𝛼𝑡81

𝛼𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑾𝑎(tanh 𝑾𝑎𝑥𝑥 +𝑾𝑎ℎℎ𝑡−1 )

2. Determines the context input 𝑧𝑡 (soft attention)

𝑧𝑡 = ෍

𝑖=1

81

𝑎𝑡𝑖𝑥𝑖
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Model Specifications

Language Decoder – Hierarchical Classification
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Long-short term memory Hierarchical Class 
Inference

𝑋𝑡 = 𝑧𝑡, 𝐶𝑡−1𝐸

Comes from attention module

Words are embedded

𝑝 𝐶𝑡 𝐼, 𝐶𝑡−1 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑜 𝐶𝑡−1𝐸 + 𝑊𝑧𝑧𝑡 + 𝑊ℎℎ𝑡 )
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Experimental Setup

• The experiments were performed on two datasets

– ISIC 2017: non-melanocytic (1 type) and melanocytic (2 types)

– ISIC 2018: non-melanocytic (5 types) and melanocytic (2 types)

• All of the models were optimized using Adam with an 
adaptive learning rate (η = 10−6 to start) – cross entropy loss.

• The system is evaluated using:

– Sensitivity and Specificity

– Area under the curv (AUC)

– Balanced accuracy (BACC)
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ISIC 2017 & 2018 Scores
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ISIC 2017

Training Set – 2000 images
Val. Set – 150 images
Test Set – 600 images
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Interpretability Examples – ISIC 2017
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ISIC 2017

Training Set – 2000 images
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Interpretability – ISIC 2017
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ISIC 2017 & 2018 Scores
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ISIC 2017

Training Set – 2000 images
Val. Set – 150 images
Test Set – 600 images

Training Set ~ 10,000 images
Test Set ~ 1500 images

ISIC 2018
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Conclusions and Future Work

• This work proposes a diagnosis system inspired by medical 

knowledge

• The model uses attention maps to improve explainability

• The preliminary results are promising but it is necessary to 

improve the performance of the ISIC 2018 dataset
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THANK YOU FOR YOUR 

ATTENTION!

QUESTIONS?
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